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Abstract In this work we develop the family of Prometheus orthonormal sets
(PONS) in the framework of certain abelian group algebras. Classical
PONS, considered in 1991 by J. S. Byrnes, turned out to be a redis-
covery of the 1960 construction by G. R. Welti [28], and of subsequent
rediscoveries by other authors as well.

This construction highlights the fundamental role played by group
characters in the theory of PONS. In particular, we will relate classical
PONS to idempotent systems in group algebras and show that signal
expansions over classical PONS correspond to multiplications in the
group algebra.

The concept of a splitting sequence is critical to the construction
of general PONS. We will characterize and derive closed form expres-
sions for the collection of splitting sequences in terms of group algebra
operations and group characters.

The group algebras in this work are taken over direct products of the
cyclic group of order 2. PONS leads to idempotent systems and ideal
decompositions of these group algebras. The relationship between these
special systems and ideal decompositions, and the analytic properties
of PONS, is an open research topic. A second open research topic is the
extension of this theory to group algebras over cyclic groups of order
greater than 2.
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gebra, Hadamard matrix, PONS, QMF, Reed-Muller Codes, Shapiro
transform, Shapiro sequence, splitting property, splitting sequence, sym-
metric PONS, Thue-Morse sequence, Welti codes, Walsh-Hadamard ma-
trices.
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1. Introduction

PONS, the Prometheus Orthonormal Set, has undergone consider-
able refinement, development, and extension since it was considered in
[6]. First it turned out to be a rediscovery of Welti’s 1960 construction
[28] and of subsequent rediscoveries by others as well. Its application as
an energy spreading transform for one-dimensional digital signals is dis-
cussed in [10], with further details of this aspect presented in the patent
[9]. The construction of a smooth basis with PONS-like properties is
given in [8], thereby answering in the affirmative a question posed by
Ingrid Daubechies in 1991. A conceptually clear definition of the PONS
sequences that comprise the original symmetric PONS matrix, via poly-
nomial concatenations, is also given in [8]. An application to image
processing of a preliminary version of multidimensional PONS can be
found in [7]. An in-depth study of multidimensional PONS is currently
being prepared. Proofs of the results given below will appear elsewhere.

2. Analytic Theory of One-Dimensional PONS
(Welti)

First we provide an account of some of the most basic mathematical
concepts and results on one-dimensional PONS (Welti) sequences and
the related PONS (Welti) matrices.

2.1 Shapiro Transforms of Unimodular
Sequences

The whole mathematical theory of the PONS system, and also its ap-
plications to signal processing, turn out to derive from one fundamental
idea, that of the Shapiro transform of a unimodular sequence. We begin
by describing it.

Let (α0, α1, α2, . . .) be any infinite sequence of unimodular complex
numbers. Then a sequence (Pm, Qm) of polynomial pairs (with unimod-
ular coefficients and common length 2m) is inductively defined as follows:
P0(x) = Q0(x) = 1, and:

{

Pm+1(x) = Pm(x) + αmx2m

Qm(x)
Qm+1(x) = Pm(x) − αmx2m

Qm(x)
for all integers m ≥ 0. (1)

Since Pm(x) is a truncation of Pm+1(x) for every m ≥ 0, it follows
that there is an infinite sequence (β0, β1, β2, . . .) of unimodular complex
numbers which only depends on the given sequence (α0, α1, α2, . . .) and
such that for each m ≥ 0 the first polynomial Pm of the pair (Pm, Qm) is
always the partial sum of length 2m (i.e., of degree 2m −1) of the unique
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power series
∑∞

k=0 βkxk. Note that such a property does not hold for
the polynomials Qm, since Qm is not a truncation of Qm+1.

The explicit construction of the Shapiro transform (βk)k≥0 in terms
of the original unimodular sequence (αm)m≥0 is as follows: Let k =
∑

r≥0 δr · 2r denote the expansion of an arbitrary integer k ≥ 0 in base
2 (so that the “binary digits” δr take only the values 0 and 1, and δr = 0
for all r > log k/ log 2). Then we have

βk = εk

∏

r≥0

αδr
r (2)

where

εk = (−1)
�

r≥0
δrδr+1 (the classical Shapiro sequence [25]). (3)

We call (βk)k≥0 the Shapiro transform of the sequence (αm)m≥0. In
particular, when αm = 1 for all m ≥ 0, we have βk = εk (the classical
Shapiro sequence).

The “Shapiro transform power series”
∑∞

k=0 βkz
k and the related

polynomial pairs (Pm, Qm) have, respectively, all the remarkable prop-
erties of the classical Shapiro power series

∑∞
k=0 εkz

k and those of the
classical Shapiro polynomial pairs. (We will recall these properties in the
following section, on the “original PONS matrix”). In addition, all the
unimodular complex numbers α0, α1, α2, . . . are at our disposal, which
can be useful in many situations. For our present purposes (PONS con-
structions) the parameters α0, α1, α2, . . . will only take the values ±1.
But the case when αm = ±1 or ±i can also be useful in signal process-
ing (and leads to PONS-type Hadamard matrices with entries ±1, ±i).
Other choices of the unimodular parameters α0, α1, α2, . . . have other
interesting applications that will be dealt with elsewhere.

2.2 The Original PONS (Welti) Matrix of Order
2 �

Before giving, in section 2.4, several (essentially equivalent) definitions
of PONS matrices in full generality, and indicating structure theorems
for such general PONS matrices, we start by recalling the original PONS
matrix constructed in 1991 and published in 1994 [6]. Indeed, the proofs
of structure results for general PONS matrices make use (in the inductive
arguments) of properties of this original matrix of order 2m, which we
will denote by P2m . (There is no risk of confusion with the previously
defined polynomial Pm).
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The original way of defining the P2m uses an inductive method based
on the concatenation rule:

(

A
B

)

→









A B
A −B
B A
B −A









(4)

where A and B are two consecutive matrix rows. More precisely, we
start with the 2 × 2 matrix

P2 :=

(

+ +
+ −

)

(where, henceforth, we write + instead of +1 and − instead of −1, to
ease notation). Thus the two rows of P2 are A = (++) and B = (+−).
Then the rule (4) means that the first row of the next matrix, P4, is
the concatenation of A and B, which here is (+ + +−); the second row
of P4 is the concatenation of A = (++) and −B := (−+), which is
therefore (+ + −+); the third row of P4 is the concatenation of B and
A, i.e., (+ − ++); and finally the fourth row of P4 is the concatenation
of B = (+−) and −A := (−−). Thus

P4 :=









+ + + −
+ + − +
+ − + +
+ − − −









.

To obtain the next matrix P8, we first take the pair A, B to be the first
two rows of P4 (in that order) and use the concatenation rule (4) to
obtain the first four rows of P8. Then we take the pair A, B to be the
next two rows of P4 (in that order), and use the concatenation rule (4)
to obtain the next four rows of P8. Thus

P8 :=

























+ + + − + + − +
+ + + − − − + −
+ + − + + + + −
+ + − + − − − +
+ − + + − + + +
+ − + + + − − −
+ − − − + − + +
+ − − − − + − −

























.

Similarly, the first two rows of P8 and the concatenation rule (4) yield
the first four rows of P16, and so on. Already, from this definition, one
can deduce many fundamental properties held by P2m , (m = 1, 2, 3, . . .).
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We list some of them and indicate later on that many of these proper-
ties also hold for the most general PONS (Welti) matrices that we shall
define and characterize below. In addition, some of these properties (for
example, the extremely important bounded crest-factor property for all
finite sections) will also be seen to be valid for some very broad classes
of Hadamard matrices generalizing the PONS (Welti) matrices.

We note that, in the context of codewords, a basically identical matrix
to PL was constructed by Welti [28]. Several additional authors [16, 18,
26, 29] have also reported on these Welti codes and their application to
radar, and others [5, 3, 4, 21, 22, 19, 20] have discussed communications
applications of similar constructions.

2.3 Some Properties of the Original PONS
(Welti) matrix P � , (L = 2 � )

As we said, most of the properties below will be seen to hold for the
most general PONS matrices (that we shall define later, in section 2.4)
and even for some very broad generalizations of PONS.

Property 1 PL, with L = 2m, is a Hadamard matrix of order 2m.

Property 2 Suppose the rows of PL are ordered from 0 to L − 1 (i.e.,
the first row has rank 0 and the last row has rank L−1). Denote by Ar(z)

the polynomial “associated” to the r-th row (i.e., Ar(z) =
∑L−1

k=0 akz
k if

(a0, a1, . . . aL−1) denotes the r-th row, r = 0, 1, . . . L−1). It is well known
[2] that, with this notation, A1(z) = (−1)m+1A∗

0(−z) where A∗(z) =
zdeg AA(1/z) denotes the “inverse” of the polynomial A(z). This is a fa-
mous identity on the classical Shapiro pairs. Property 2 is that a similar
identity A2r+1(z) = λm,rA

∗
2r(−z) holds for all r = 0, 1, . . . L/2, where

λm,r is an extremely interesting number (with values ±1) expressible in
terms of the “Morse sequence”. The Morse sequence is the sequence
of coefficients in the Taylor (or power series) expansion of the infinite
product

∏∞
s=0

(

1 − z2s)

.

Property 3 With the previous notation, for every r = 0, 1, . . . L/2 the
polynomials A2r(z) and A2r+1(z) are “Fejér-dual” (or “dual” for short),
that is,

|A2r(z)|2 + |A2r+1(z)|2 = constant (= 2L, in this case) (5)

for all z ∈ C with |z| = 1. Equivalently, the (2r)-th row and the (2r+1)-
st row are always “Golay complementary pairs” [15].
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Property 4 [Much related to Properties 2 and 3] Every row-polynomial
Ar(z) is QMF, that is,

|Ar(z)|2 + |Ar(−z)|2 = constant (= 2L in this case) (6)

for all z ∈ C with |z| = 1.

Property 5 (The “splitting property” of rows) For every r =
0, 1, . . . , L − 1, the two “halves” of the row-polynomial Ar(z) are dual,
each of these two halves has dual halves, each of these halves (i.e., “quar-
ters” of Ar(z)) has dual halves, and so on. This “splitting property” is,
by far, the most important property, in view of its applications to “en-
ergy spreading”. It extends to general PONS matrices and to a broader
class of PONS-related Hadamard matrices that we will consider later.

Property 6 (The “QMF-splitting property”) This is a finer
form of the “QMF property” (Property 4) and an analog of the “splitting
property” just described. We will postpone its definition until we come
to the structure results for general PONS matrices (in section 2.4).

Property 7 (The “Hybrid splitting property”) This is also
a finer form of the “QMF property (above Property 4), and is as follows:
Every row-polynomial Ar(z) is QMF, i.e., (6) holds; and if we split Ar(z)
into two halves of equal length, then each of those halves is QMF. If we
split these halves into halves of equal length, these in turn are QMF, and
so on. We will return to this property in section 2.4 when we deal with
the structure results for general PONS matrices.

Property 8 (The “constant row-sums property”) If m is even,
then each row-sum of PL (with L = 2m) has the constant value

√
L =

2m/2. If m is odd, then the row sums are either zero or
√

2L = 2(m+1)/2.
This property is important but easy to check. However, this is a very
special case of the deep (and still partly open) problem of the values of
row-polynomials at various roots of unity.

Property 9 (“Bounded crest factor properties”) Not only is
it true that every row-polynomial have crest factor ≤

√
2, but also every

finite section of such a polynomial has crest factor not exceeding some
absolute constant C. (Good values of C are known, but the optimal value
of C is still an open problem.) We point out that these extremely impor-
tant properties (for “energy spreading”) are closely related to Property 5
(splitting properties of rows).

Property 10 (“Dual-companion uniqueness”) Every row has ex-
actly one “companion row”, that is, if Ar(z) and As(z) denote the as-
sociated row-polynomials, then |Ar(e

it)| = |As(e
it)| for all t ∈ R. These
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two rows are “mirror images” of each other, except for a possible mul-
tiplication by −1. This possible sign change, and also the distribution
of the location of s in terms of r, are quite surprising and can be ex-
pressed, here also, in terms of the Morse sequence. As a corollary, every
row has exactly two “duals” (or, equivalently, two rows which are Golay-
complements to it [15]).

2.4 General Definition of PONS (Welti)
Matrices

In section 2.3 we described the original PONS matrix and some of its
properties. Before considering any other special PONS matrices (such
as, typically, the symmetric PONS matrices the very existence of which
is really surprising), we will give a general definition of PONS matrices
and also consider some of their useful generalizations. It is convenient
to start by considering three very broad classes of finite sequences of
length 2m. These have an independent interest, with or without regard
to Hadamard or PONS matrices.

So, let S = (a0, a1, . . . aL−1) denote any complex-valued sequence of
length L = 2m, (m ≥ 1). Its “associated polynomial” (or “generating
polynomial”) is

P (z) :=
L−1
∑

k=0

akz
k.

The two “halves” of P (z) are:

A(z) =

L/2−1
∑

k=0

akz
k and B(z) =

L−1
∑

k=L/2

akz
k.

Definition 11 The sequence S is said to have the “splitting property”
(or to be a “splitting sequence”) if its generating polynomial P (z) has
“dual” halves, that is,

|A(eit)|2 + |B(eit)|2 = constant ( = ‖P‖2
2 =

L−1
∑

k=0

|ak|2, necessarily),

and if each of the halves A(z) and B(z) has dual halves, and so on.

Definition 12 The sequence S is said to have the “QMF splitting prop-
erty” (or to be a “QMF splitting sequence”) if, first of all, it is QMF,
which means that P (z) and P (−z) are dual, or, equivalently, that the

even-index component C(z) :=
∑L/2−1

k=0 a2kz
k and the odd-index compo-

nent D(z) :=
∑L/2−1

k=0 a2k+1z
k are dual; and if, in turn, both of C(z) and

D(z) are QMF; and so on.
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Definition 13 The sequence S is said to have the “hybrid splitting
property” (or to be a “hybrid splitting sequence”) if it is QMF (i.e.,
P (z) and P (−z) are dual), and if it has QMF halves (i.e., A(z) and
A(−z) are dual and also B(z) and B(−z) are dual), and if each of the
halves has QMF halves, and so on.

We point out that these are three (overlapping but) pairwise distinct
classes, even if S is assumed to only take the values ±1 (as long as
L ≥ 16). The smallest L = 2m for which one can find examples of ±1
sequences of length L satisfying one of the above conditions and not
the other two is precisely L = 16. However, we have the following two
theorems:

Theorem 14 For any integer m ≥ 4, there are Hadamard matrices of
order L = 2m all of whose rows satisfy the requirements of any of the
above three definitions, but not those of the other two.

Thus we obtain three pairwise distinct (and very broad) classes of
Hadamard matrices of order L = 2m, (L ≥ 16), which we call respec-
tively:

(A) the class of 2m × 2m Hadamard matrices with “splitting rows”.

(B) the class of 2m × 2m Hadamard matrices with “QMF-splitting
rows”.

(C) the class of 2m × 2m Hadamard matrices with “hybrid splitting
rows”.

Our Theorem 15, stated below, says that the intersection of any two
of the above three classes of Hadamard matrices is contained in the
third class. (This will lead to the notion and complete identification
of all “general PONS matrices”). We note that none of the classical
Walsh-Hadamard matrices [1] lies in any of these three classes.

Theorem 15 (Uniqueness and structure theorem) for General
PONS Matrices Suppose that all the rows of some 2m × 2m Hadamard
matrix P have any two of the above three properties (A), (B), (C).

Then all the rows of P also have the third property, that is, all three of
(A), (B) and (C) are satisfied by all the rows. In that case the rows of P
constitute some permutation of the rows of the “original PONS matrix”
PL, with L = 2m, after some of these rows have possibly been multiplied
by −1.

Remark 16 The converse of Theorem 15 is obvious, in view of the prop-
erties of Shapiro transforms of ±1 sequences.



PONS, Reed-Muller Codes, and Group Algebras 9

The proof of Theorem 15 is non-trivial. It is done by induction, and
it uses (as a lemma) Property 10 of the “original PONS matrix” PL and
the fact that each row-polynomial Ar(z) has exactly two duals At(z)
which are of the form ±Ar(−z) or ±A∗

r(−z). This lemma, in turn, rests
on another lemma which involves the exact computation of the greatest
common divisor between any two row-polynomials of PL.

Definition 17 A general PONS (Welti) matrix of order 2m is any 2m×
2m Hadamard matrix satisfying the conditions of Theorem 15.

Corollary 18 All the rows of any 2m×2m general PONS matrix have
all those properties of rows of the original PONS matrix PL which are
invariant by permutations of rows and sign changes.

At this stage we mention the following result which also illustrates
some structural difference between the PONS matrices and its general-
izations.

Proposition 19 The largest length of runs of equal consecutive terms
in any PONS-matrix row is 4. The largest length of runs of equal con-
secutive terms in any row of a “splitting Hadamard matrix” is 6.

2.5 Symmetric PONS Matrices

If the “concatenation rule” (4) of section 2.2 is replaced by the new
concatenation rule

(

A
B

)

→









A B
A −B
B A

−B A









(7)

with the same starting matrix

P2 :=

(

1 1
1 −1

)

,

then the result is a sequence of 2m × 2m symmetric matrices which are,
by construction and in view of the above Theorem 15, PONS matrices.
A consequence of this extremely unexpected result is that, by standard
operations on rows and suitable choice of the parameters αj of section
2.2, we obtain on the order of 2m symmetric 2m × 2m PONS matrices.

3. Shapiro Sequences, Reed-Muller Codes, and
Functional Equations

We begin our journey into the more algebraic aspects of PONS se-
quences by discussing their surprising relation to Reed-Muller codes.
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Let Z
2m

2 be the set of binary 2m-tuples, m ≥ 1.

For each n, 1 ≤ n ≤ 2m − 1, and each j, 1 ≤ j ≤ m, let δj,n be the
coefficient of 2j−1 in the binary expansion of n and define δ0,n to be
1, 0 ≤ n ≤ 2m − 1, so that

n =
m
∑

j=1

2j−1δj,n.

Define vectors ~gj by

~gj = ~gj(m) = 〈 δj,0 δj,1 δj,2 . . . δj,2m−1 〉,

~g0 = ~g0(m) = 〈 1 1 1 . . . 1 〉.
and the matrix Gm by

Gm = {~g0, ~g1, . . . , ~gm}

Example: m = 3

n 0 1 2 3 4 5 6 7
~g0 1 1 1 1 1 1 1 1
~g1 0 1 0 1 0 1 0 1
~g2 0 0 1 1 0 0 1 1
~g3 0 0 0 0 1 1 1 1

G3 = { 〈 1 1 1 1 1 1 1 1 〉, 〈 0 1 0 1 0 1 0 1 〉,
〈 0 0 1 1 0 0 1 1 〉, 〈 0 0 0 0 1 1 1 1 〉 }

The ~gm are discretized versions of the Rademacher functions.

Claim. The elements of Gm are linearly independent.
The Reed-Muller code of rank m and order 0 is

RM(0,m) = {〈0 0 . . . 0〉, 〈1 1 . . . 1〉},

where each vector (codeword) has 2m entries. RM(1,m) is the subgroup
of Z

2m

2 generated by the codewords in Gm, i.e., the vector space over Z2

spanned by these codewords. RM(1,m) contains 2m+1 codewords.
Define multiplication · on Z

2m

2 by

〈x0 x1 . . . x2m−1〉 · 〈y0 y1 . . . y2m−1〉 = 〈x0y0 x1y1 . . . x2m−1y2m−1〉.

Augment Gm with all products ~gi · ~gj, 1 ≤ i < j ≤ m, to form G
(2)
m .
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Example: m = 3

n 0 1 2 3 4 5 6 7
~g0 1 1 1 1 1 1 1 1
~g1 0 1 0 1 0 1 0 1
~g2 0 0 1 1 0 0 1 1
~g3 0 0 0 0 1 1 1 1

~g1 · ~g2 0 0 0 1 0 0 0 1
~g1 · ~g3 0 0 0 0 0 1 0 1
~g2 · ~g3 0 0 0 0 0 0 1 1

G
(2)
3 = G3 ∪ {〈 0 0 0 1 0 0 0 1 〉, 〈 0 0 0 0 0 1 0 1 〉, 〈 0 0 0 0 0 0 1 1 〉}.

Claim. The 1 + m +
(m

2

)

elements of G
(2)
m are linearly independent.

RM(2,m) is the subgroup of Z
2m

2 generated by the codewords in G
(2)
m .

RM(2,m) contains 21+m+(m

2 ) codewords.

Augmenting G
(2)
m with all products of the form ~gi · ~gj · ~gk, 1 ≤ i < j <

k ≤ m, and continuing as above we get G
(3)
m , RM(3,m), etc.

Theorem. RM(k,m) for m ≥ 1, 0 ≤ k ≤ m is a subgroup of Z
2m

2 con-

sisting of 2N codewords, where N =
∑k

i=0

(m
i

)

. The minimum Hamming

weight (i.e., number of ones) of the nonzero codewords in RM(k,m) is
2m−k.

Proof. Exercise, or see Handbook of Coding Theory, V. Pless and
W.C. Huffman, Editors, Vol. 1, pp. 122–126.
Let’s examine a particular element ~Sm ∈ RM(2,m) given by

~Sm =

m−1
∑

j=1

~gj · ~gj+1 = 〈s0 s1 . . . s2m−1〉.

Example. m = 3

n 0 1 2 3 4 5 6 7
~g1 0 1 0 1 0 1 0 1
~g2 0 0 1 1 0 0 1 1
~g3 0 0 0 0 1 1 1 1
~S3 0 0 0 1 0 0 1 0

Let φ(n) be the number of times that the block B = [1 1] occurs in the
binary expansion of n, 0 ≤ n ≤ 2m − 1.

Claim.

sn =

{

0 if φ(n) is even

1 if φ(n) is odd.
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Let Gm = {~γ0, ~γ1, ~γ2, . . . , ~γ2m−1} be the subgroup of RM(1,m) generated
by ~g1, ~g2, . . . , ~gm.

Example. m = 3

n 0 1 2 3 4 5 6 7
~g1 0 1 0 1 0 1 0 1
~g2 0 0 1 1 0 0 1 1
~g3 0 0 0 0 1 1 1 1

~γ0 = 0 · ~g1 + 0 · ~g2 + 0 · ~g3 0 0 0 0 0 0 0 0
~γ1 = 1 · ~g1 + 0 · ~g2 + 0 · ~g3 0 1 0 1 0 1 0 1
~γ2 = 0 · ~g1 + 1 · ~g2 + 0 · ~g3 0 0 1 1 0 0 1 1

G3 ~γ3 = 1 · ~g1 + 1 · ~g2 + 0 · ~g3 0 1 1 0 0 1 1 0
~γ4 = 0 · ~g1 + 0 · ~g2 + 1 · ~g3 0 0 0 0 1 1 1 1
~γ5 = 1 · ~g1 + 0 · ~g2 + 1 · ~g3 0 0 1 1 0 0 1 1
~γ6 = 0 · ~g1 + 1 · ~g2 + 1 · ~g3 0 0 1 1 1 1 0 0
~γ7 = 1 · ~g1 + 1 · ~g2 + 1 · ~g3 0 1 1 0 1 0 0 1

We now switch gears slightly, by rewriting all codewords in RM(k,m)
by mapping 0 → 1, 1 → −1. Since ~g1, ~g2, . . . , ~gm are discretized versions
of the Rademacher functions, ~γ0, ~γ1, . . . , ~γ2m−1, are discretized versions
of the Walsh functions. That is, Gm is the 2m × 2m Sylvester Hadamard
matrix, which we relabel Hm.

Example.

H3 =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

Now sn = (−1)φ(n).
Since we have

s2n = sn, s2n+1 =

{

sn if n is even

−sn if n is odd
,

the binary expansion of 2n is the binary expansion of n shifted one
slot to the left with a 0 added on the right and the binary expansion of
2n + 1 is the binary expansion of n shifted one slot to the left with a 1
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added on the right. If n is even this does not change φ(n). If n is odd
(i.e., n ends in 1) then φ(2n + 1) = φ(n) + 1.

�

Consider the generating function of {sn},

g(z) =

∞
∑

n=0

snzn.

It can be shown that g(z) satisfies the functional equation (FE) (Brill-
hart and Carlitz)

g(z) = g(z2) + zg(−z2).

Iterate this FE:

g(z2) = g(z4) + z2g(−z4)

g(−z2) = g(z4) − z2g(−z4), so

g(z) = (1 + z)g(z4) + z2(1 − z)g(−z4).

Repeat:

g(z4) = g(z8) + z4g(−z8)

g(−z4) = g(z8) − z4g(−z8), so

g(z) = (1 + z + z2 − z3)g(z8) + z4(1 + z − z2 + z3)g(−z8).

Continuing we see that, beginning with

g(z) = A(z)g(z2m

) + z2m−1

B(z)g(−z2m

)

and applying

g(z2m

) = g(z2m+1

) + z2m

g(−z2m+1

)

g(−z2m

) = g(z2m+1

) − z2m

g(−z2m+1

)

we get at the next step

g(z) =
[

A(z) + z2m−1

B(z)
]

g(z2m+1

)

+ z2m
[

A(z) − z2m−1

B(z)
]

g(−z2m+1

) .

Renaming the initial A(z) and B(z) to P0(z) and Q0(z), respectively,
and naming the (polynomial) coefficients of g(z2m

) and g(−z2m

) Pm−1(z)
and Qm−1(z), respectively, m ≥ 1, the above yields

P0(z) = Q0(z) = 1

Pm(z) = Pm−1(z) + z2m−1

Qm−1(z)

Qm(z) = Pm−1(z) − z2m−1

Qm−1(z) .
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Thus, the {Pm(z)}∞m=0 and {Qm(z)}∞m=0 are precisely the Shapiro Poly-
nomials! Pm(z) and Qm(z) are each polynomials of degree 2m − 1 with
coefficients ±1. For each m, the first 2m coefficients of g(z) are exactly
the coefficients of Pm(z). Therefore, for each m, the 2m-truncation

〈 s0 s1 . . . s2m−1 〉

of the Shapiro sequence {sj}∞j=0 is an element of RM(2,m).
Why might that be important?

Recall the fundamental property of the Shapiro polynomials, namely
that for each m Pm and Qm are complementary:

|Pm(z)|2 + |Qm(z)|2 = 2m+1 for all |z| = 1.

Consequently Pm and Qm each have crest factor (the ratio of the sup
norm to the L2 norm on the unit circle) bounded by

√
2 independent

of m. i.e., Pm and Qm are energy spreading. So the coefficients of Pm

are an energy spreading second order Reed-Muller codeword. Related
results may be found in [11, 27].

Also, letting ~hj , 0 ≤ j ≤ 2m − 1, denote the rows of Hm, the matrix Pm

whose rows are ~Sm ·~hj , is a PONS matrix. Its 2m rows can be split into
2m−1 pairs of complementary rows, with each row having crest factor
(bounded by)

√
2.

Since each ~hj ∈ RM(1,m) and ~Sm ∈ RM(2,m), the (rows of the) PONS
matrix is a coset of the subgroup RM(1,m) of RM(2,m).
Thus we have constructed 2m (really 2m+1 by considering −Hm) energy
spreading second order Reed-Muller codewords.

Note that blocks other than B = [1 1] appear in connection with
higher-order Reed-Muller codes. For example, the block [1 1 1] yields
codewords in RM(3,m). The generating functions of these blocks sat-
isfy similar (although more complicated) FE’s. An open question is
whether these FE’s yield corresponding crest factor bounds for subsets
of RM(k,m), k ≥ 3, resulting in higher-order energy spreading Reed-
Muller codes.
Blocks and FE’s

Let B = [β1 β2 . . . βr], βj = 0 or 1, β1 = 1 be a binary block and
N = N(B) = βr + 2βr−1 + . . . + 2r−1β1 be the integer whose binary
expansion is B. Let ΨB(n) be the number of occurrences of B in the
binary expansion of n and let fB(z) be the generating function of ΨB ,

fB(z) =

∞
∑

n=0

ΨB(n)zn .
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Theorem. fB(z) satisfies the FE

fB(z) = (1 + z)fB(z2) +
zN(B)

1 − z2r .

Now consider the parity sequence of ΨB(n), δB(n) = (−1)ΨB(n), and its
generating function gB(z) =

∑∞
n=0 δB(n)zn. For the general case it will

again be useful to split gB into its even and odd parts,

EB(z) =
∞
∑

n=0

δB(2n)z2n

OB(z) =

∞
∑

n=0

δB(2n + 1)z2n+1

Previous example: B = [11], δB(n) is the Shapiro sequence, gB(z)
satisfies the FE gB(z) = gB(z2) + zgB(−z2).

Example: B = [1].
As before, ΨB(2n) = ΨB(n) and ΨB(2n+1) = ΨB(n)+1 so that (writing
δn for δB(n) to ease notation) δ2n = δn, δ2n+1 = −δn. Hence EB(z) =
gB(z2), OB(z) = −zgB(z2), and we have the FE gB(z) = (1 − z)gB(z2).
Iterating, gB(z) = (1 − z)(1 − z2)(1 − z4) . . . and δn is the Thue-Morse
sequence [1 −1 −1 1 −1 1 1 −1 . . .]. We drop the subscript B from now
on.

Example: βr = 0.
Ψ(2n+1) = Ψ(n), so δ2n+1 = δn, so O(z) = zg(z2). Since g(z)−g(−z) =
2O(z) we have the FE g(z) = g(−z) + 2zg(z2).

Example: βr = 1.
As above, now g(z) = −g(−z) + 2g(z2).
Example (a typical case?): B = [1 1 0 0 1 0], r = 6.

Ψ(2n+1) = Ψ(n). Ψ(2n) = Ψ(n) unless the binary expansion of n ends
in [1 1 0 0 1], i.e., unless n ≡ K(mod 25), where K = 24 + 23 + 20 = 25,
in which case Ψ(2n) = Ψ(n) + 1. So

δ2n+1 = δn, δ2n =

{

−δn if n ≡ 25(mod 32)

δn otherwise
.

So O(z) = zg(z2).
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E(z) =

∞
∑

n=0

δ2nz2n =

∞
∑

n=0

δnz2n − 2
∑

n≡25(mod 32)

δnz2n

= g(z2) − 2

∞
∑

j=0

δ32j+25z
64j+50 = g(z2) − 2z50F (z)

where F (z) =
∑∞

j=0 δ32j+25z
64j .

But δ32j+25 = δ2(16j+12)+1 = δ16j+12 = δ2(8j+6) = δ8j+6 = δ2(4j+3) =
δ4j+3 = δ2(2j+1)+1 = δ2j+1 = δj , where we have used the fact that
neither 8j + 6 nor 4j + 3 can be congruent to 25(mod 32). So F (z) =
∑∞

j=0 δjz
64j = g(z64), and we have the FE

g(z) = (1 + z)g(z2) − 2z50g(z64).
How typical is this example? Do we always get Full Reduction (FR) of
the index of δ?
Consider the general case:

B = [β1 β2 . . . βr]

N = βr + 2βr−1 + . . . + 2r−1β1

K = βr−1 + 2βr−2 + . . . + 2r−2β1 .

Case I: βr = 0. As above,

δ2n+1 = δn, δ2n =

{

−δn if n ≡ K(mod2r−1)

δn otherwise
.

O(z) = zg(z2), E(z) = g(z2) − 2z2K
∞
∑

j=0

δ2r−1j+Kz2rj .

To get FR the index I(1) = Ij,K(1) = 2r−1j + K must reduce to j by
repeated applications of the mapping µ(n):

µ(2n + 1) = n, µ(2n) = n unless n ≡ K(mod 2r−1).

Let {I(1), I(2), . . .} be the succession of indices that we get by repeating
µ (assuming it works), and let I denote one of these indices. Whether
I = 2n + 1 or I = 2n, reduction to n occurs by dropping the last
binary digit on the right of I and shifting what’s left 1 slot to the right.
For reduction to fail at the first step, I(1) must be of the form 2n
where n ≡ K(mod 2r−1), or n = 2r−1m + K for some integer m, or
2n = 2rm + 2K.
The binary expansion (BE) of K is (β1 β2 . . . βr−1) so that of 2K is
(β1 β2 . . . βr−1 0).
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So for the first reduction I(1) → I(2) to fail the BE of I(1) must end in
(β1 β2 . . . βr−1 0). This is possible (i.e., there are integers j which make
it possible) iff the BE of I(1) ends in (β2 β3 . . . βr−10), or (since the BE
of I(1) ends in that of K)

(β1 β2 . . . βr−1) = (β2 β3 . . . βr−10) .

Assuming this equation does not hold we get I(2) whose BE ends in
(β1 β2 . . . βr−2). As above, I(2) → I(3) fails iff the BE of I(2) ends
in (β1 β2 . . . βr−1 0) which is possible (again, there are integers j which
make it possible) iff I(2) ends in (β3 β4 . . . βr−1 0), or

(β1 β2 . . . βr−2) = (β3 β4 . . . βr−1 0) .

Call the block B = [β1 β2 . . . βr] nonrepeatable if

[β1 β2 . . . βν ] 6= [βr−(ν−1) βr−(ν−2) . . . βr]

for each ν, 1 ≤ ν ≤ r − 1.

Theorem. FR works iff B is nonrepeatable. When FR works we get
the FE g(z) = (1 + z)g(z2) − 2z2Kg(z2r

).

Case II: βr = 1. The above argument works when B is nonrepeatable
up to the last step, yielding:

Theorem. If [β1 β2 . . . βν ] 6= [βr−(ν−1) βr−(ν−2) . . . βr] for each ν, 2 ≤
ν ≤ r − 1, and β1 = βr = 1, then reduction works up until the final step
and we get the FE

g(z) = (1 + z)g(z2) − 2z2K+1−2r−1
[

g(z2r−1

) − g(z2r

)
]

.

Other cases are not so neat.

Example. B = [1 1 0 1 1 1].

The FE is

g(z) = (1 + z)g(z2) − 2z7g(z16) + 2z7g(z32) + 2z23g(z64) .

Example. B = [1 0 1 1 0 1].

The FE is

g(z) = (1 + z)g(z2) − 2z5[g(z8) − (1 + z8)g(z16)] − 2z13[g(z32) − g(z64)].
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The general “1-1” case, β1 = βr = 1.

δ2n = δn, δ2n+1 =

{

−δn if n ≡ K(mod 2r−1)

δn otherwise
,

K = βr−1 + 2βr−2 + . . . + 2r−2β1 ,

E(z) = g(z2) ,

O(z) = zg(z2) − 2
∑

n≡K
(mod 2r−1)

δnz2n+1 = zg(z2) − 2GB(z)

where GB(z) =

∞
∑

j=0

δ2r−1j+Kz2rj+2K+1.

Basic idea: Reduce the subscript of δ as much as possible, express
GB(z) in terms of GB(z2p

) for some p > 0, replace GB(z2p

) by using

−2GB(z2p

) = O(z2p

)−z2p

g(z2p+1

) = g(z2p

)−g(z2p+1

)−z2p

g(z2p+1

) and
then repeat to get the desired expression for O(z) = g(z) − g(z2).
The result for the “fully repeatable” case, βj = 1, 1 ≤ j ≤ r, is:

g(z) = (1 − z)g(z2) + 2z[g(z4) + z2g(z8) + z6g(z16)

+ . . . + z2r−2−2g(z2r−1

) + z2r−1−2g(z2r

)].

4. Group Algebras

Consider a finite abelian group A with group composition written as
multiplication. The group algebra CA is the vector space of formal sums

f =
∑

u∈A

f(u)u, f(u) ∈ C,

with algebra multiplication defined by

fg =
∑

v∈A

(

∑

u∈A

f(u)g(u−1v)

)

v, f, g ∈ CA.

Identifying u ∈ A with the formal sum u, we can view A as a subset
of CA. CA is a commutative algebra with identity. In this section we
consider group algebras over direct products of the cyclic group of order
2.

Denote the direct product of N copies of the cyclic group of order 2
by

C2(x0, . . . , xN−1)
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and its group algebra by

A2(x0, . . . , xN−1).

C2(x0, . . . , xN−1) is the set of monomials

xj0
0 · · · xjN−1

N−1 , jn = 0, 1, 0 ≤ n < N,

with multiplication defined by

x2
n = 1, 0 ≤ n < N, (8)

xmxn = xnxm, 0 ≤ m, n < N. (9)

We call the factors xn, for 0 ≤ n <N, the generators of C2(x0, . . . , xN−1).
For example,

C2(x0) = {1, x0}
and

C2(x0, x1) = {1, x0, x1, x0x1}.
A2(x0, . . . , xN−1) is the algebra of polynomials

f =
1
∑

j0=0

· · ·
1
∑

jN−1=0

f(j0, . . . jN−1)x
j0
0 · · · xjN−1

N−1 ,

with multiplication defined by (8) and (9). For example in A2(x0) the
algebra multiplication is given by

(a0 + a1x0)(b0 + b1x0) = c0 + c1x0,

where
[

c0

c1

]

=

[

a0 a1

a1 a0

] [

b0

b1

]

and in A2(x0, x1) the algebra multiplication is given by

(a0 + a1x0 + a2x1 + a3x0x1)(b0 + b1x0 + b2x1 + b3x0x1) =

c0 + c1x0 + c2x1 + c3x0x1,

where








c0

c1

c2

c3









=









a0 a1 a2 a3

a1 a0 a3 a2

a2 a3 a0 a1

a3 a2 a1 a0

















b0

b1

b2

b3









.

In general multiplication in A2(x0, . . . , xN−1) can be described by the
action of a 2N ×2N block circulant matrix having 2×2 circulant blocks.
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The monomials

xj0
0 · · · xjN−1

N−1 , jn = 0, 1, 0 ≤ n < N,

define a basis, the canonical basis of the vector space A2(x0, . . . , xN−1).
The basis is ordered by the lexicographic ordering on the exponents. For
example, as listed,

1, x0

is the canonical basis of A2(x0) and

1, x0, x1, x0x1

is the canonical basis of A2(x0, x1).
A nonzero element τ ∈ CA is called a character of A if τ(1) = 1 and

vτ = τ(v−1)τ, v ∈ A.

Denote the collection of characters of A by A∗. The characters of

C2(x0, . . . , xN−1)

are the set of products in A2(x0, . . . , xN−1)

(1 + ε0x0) · · · (1 + εN−1xN−1), εn = ±1, 0 ≤ n < N.

The characters of C2(x0) are

1 + x0, 1 − x0.

The characters of C2(x0, . . . , xN−1) form a basis of the vector space
A2(x0, . . . , xN−1), called the character basis. The characters are ordered
such that the matrix H2N of the character basis relative to the canonical
basis is the N -fold tensor product

H2N = H2 ⊗ · · · ⊗ H2,

where

H2 =

[

1 1
1 −1

]

is the 2× 2 Fourier transform matrix. The matrix of the character basis
of C2(x0)

1 + x0, 1 − x0

is H2 and the matrix of the character basis of C2(x0, x1)

(1 + x0)(1 + x1), (1 − x0)(1 + x1), (1 + x0)(1 − x1), (1 − x0)(1 − x1)
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is

H4 =









1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1









.

The set of group-translates of the characters of C2(x0)

(1 ± x0)x
k1

1 · · · xkN−1

N−1 , kn = 0, 1, 0 ≤ n < N,

forms a basis of A2(x0, . . . , xN−1), called the translate-character basis.
The translate-character basis is ordered by first forming the set of pairs

(1 + x0)x
k1

1 · · · xkN−1

N−1 , (1 − x0)x
k1

1 · · · xkN−1

N−1 (10)

and then lexicographically ordering the exponents in the set of pairs. The
matrix of the translate-character basis relative to the canonical basis is
the N -fold matrix direct sum

H2 ⊕ · · · ⊕ H2.

The translate-character basis of A2(x0, x1) is

1 + x0, 1 − x0, (1 + x0)x1, (1 − x0)x1.

The translate-character basis will be especially important in the de-
velopment of PONS. The main reason is contained in the following dis-
cussion.

Consider f ∈ A2(x0, . . . , xN−1) such that

f(j0, . . . , jN−1) = ±1, jn = 0, 1, 0 ≤ n < N.

The coefficients of the expansion of f over the translate-character basis
are ±1 or 0 and for each exponent set

k1, . . . , kN−1, kn = ±1, 0 ≤ n < N,

exactly one element in the pair (10) has nonzero coefficient. For example
the element in A2(x0, x1)

f = f0 + f1x0 + f2x1 + f3x0x1

can be written as

f = f0(1 + f0f1x0) + f2(1 + f2f3x0)x1.

If f0, f1, f2, f3 = ±1, then f0f1, f2f0 = ±1.
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5. Reformulation of Classical PONS

We reformulate the classical PONS construction procedure as de-
scribed in Section 2.2 using group algebra operations, and we distinguish
these orthonormal bases within the group algebra framework. For the
purpose of this work we will modify P2N , the 2N × 2N PONS matrix, by
row permutation and row multiplication by −1.

Specifically we explore certain relationships between PONS matrices
and character basis matrices. In particular, we show that a PONS ma-
trix is completely determined by its 0-th row and the equivalent size
character basis matrix. For a classical PONS matrix, the 0-th row can
be constructed arithmetically and provides an example of a splitting se-
quence. The concept of a splitting sequence will be developed in a group
algebra framework in the next section.

By the original PONS construction as given in Section 2.2 the 4 × 4
PONS matrix is









1 1 1 −1
1 1 −1 1
1 −1 1 1
1 −1 −1 −1









.

Interchanging the 1st and 2nd row we have the matrix

P4 =









1 1 1 −1
1 −1 1 1
1 1 −1 1
1 −1 −1 −1









.

The component-wise product of any two rows of P4 is a row of the
character basis matrix H4. In fact

P4 = H4D4,

where D4 is the diagonal matrix formed by the 0-th row of P4.
In general, by row permutation the classical 2N × 2N PONS matrix

can be transformed into the matrix

P2N = H2N D2N ,

where D2N is the diagonal matrix formed by the 0-th row of the classical
PONS matrix.

The 0-th row of the original 4× 4 PONS matrix can be defined arith-
metically. From the binary representation of the integers 0 ≤ n < 4

0 0, 0 1, 1 0, 1 1
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we see that −1 is placed in the position having two 1’s. Once D2N is
constructed independently of the original construction, we can define the
2N × 2N PONS matrix as

P2N = H2N D2N .

In the following sections we will place this result in the group algebra
setting.

Several other definitions are possible. For example

D2N H2N D2N

can be viewed as a symmetrical form of the 2N × 2N PONS matrix.

6. Group Algebra of Classical PONS

For an integer N > 0, we will use group algebra operations to define a
PONS sequence of size 2N . The first 2n, n ≤ N , terms of this sequence
are the same as the elements in the 0-th row of the classical 2n × 2n

PONS matrix. PONS sequences will be identified with elements in the
group algebra having special properties. Below we will extend these
results to give a group algebra characterization of general binary splitting
sequences.

Denote the elements of the canonical basis of A2(x0, . . . , xn−1) by v0,
v1, . . ., v2n−1. For a ∈ C2n

a = (a0, a1, . . . , a2n−1)

identify a with the element a in A2(x0, . . . , xn−1)

a =
2n−1
∑

r=0

arvr.

If n = 4,
a = a0 1 + a1x0 + a2x1 + a3x0x1.

Set
α2 = 1 + x0, α∗

2 = 1 − x0

and
α4 = α2 + α∗

2x1, α∗
4 = α2 − α∗

2x1.

α4 corresponds to the sequence

1 1 1 − 1

which is the 0-th row of P4.
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Set
α2n = α2n−1 + α∗

2n−1xn−1

and
α∗

2n = α2n−1 − α∗
2n−1xn−1.

The sequence corresponding to α2n is the 0-th row of P2n .
We will study the group algebra properties of the elements α2n and

α∗
2n . The key to understanding the reason for expansions over the

translate-character basis is contained in the character product formula

α2
2 = 2(1 + x0), (α∗

2)
2 = 2(1 − x0) (11)

α2α
∗
2 = 0. (12)

Implications of these formulas will be seen throughout this work.
Since

α2
4 = α2

2 + 2α2α
∗
2x1 + (α∗

2)
2,

we have by (9) and (12)

α2
4 = 2(1 + x0) + 2(1 − x0) = 4. (13)

In the same way
(α∗

4)
2 = 4. (14)

Since
α4α

∗
4 = α2

2 − (α∗
2)

2,

by (9)
α4α

∗
4 = 2(1 + x0) − 2(1 − x0) = 4x0. (15)

We can write the important factorization

α∗
4 = α4x0. (16)

By (16)
α8 = α4 + α∗

4x2 = α4(1 + x0x2) (17)

and
α∗

8 = α4(1 − x0x2). (18)

Since

(1 + x0x2)
2 = 2(1 + x0x2), (1 − x0x2)

2 = 2(1 − x0x2),

and
(1 + x0x2)(1 − x0x2) = 0,
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we have
α2

8 = 8(1 + x0x2), (α∗
8)

2 = 8(1 − x0x2),

and
α8α

∗
8 = 0.

α4 and α8 have very different group algebra properties reflecting the
expansion of α4

α4 = 1 + x0 + (1 − x0)x1

in terms of the conjugate characters 1+x0 and 1−x0 and the expansion
of α8

α8 = α4(1 + x0x2)

in which the character 1+x0x2 is a factor. This result is general for α2n

depending on whether n is even or odd.
Arguing as above

α16 = α8 + α∗
8x3 = α4 [(1 + x0x2) + (1 − x0x2)x3] ,

α∗
16 = α8 − α∗

8x3 = α4 [(1 + x0x2) − (1 − x0x2)x3]

from which we have
α2

16 = (α∗
16)

2 = 16,

α16α
∗
16 = 16x0x2,

α∗
16 = α16x0x2.

The same arguments show

α32 = α16 + α∗
16x4 = α16(1 + x0x2x4)

α∗
32 = α16(1 − x0x2x4).

In general if n is odd

α2n = α2n−1(1 + x0x2 · · · xn−1),

α∗
2n = α2n−1(1 − x0x2 · · · xn−1)

and

α2
2n = 2n(1 + x0x2 · · · xn−1), (α∗

2n)2 = 2n(1 − x0x2 · · · xn−1)

α2nα∗
2n = 0.

If n is even

α2n = α2n−2 [(1 + x0x2 · · · xn−2) + (1 − x0x2 · · · xn−2)xn−1] ,



26

α∗
2n = α2n−2 [(1 + x0x2 · · · xn−2) − (1 − x0x2 · · · xn−2)xn−1]

and

α2
2n = (α∗

2n)2 = 2n,

α2nα∗
2n = 2nx0x2 · · · xn−2

α∗
2n = α2nx0x2 · · · xn−2.

An important implication of these formulas is that if n is odd, α2n is
not invertible in the group algebra while if n is even, α2n is invertible
with inverse 2−nα2n .

7. Group Algebra Convolution

In this section we relate convolution in A2(x0, . . . , xN−1) by the PONS
element α2N with the PONS matrix P2N .

Consider

α ∈ A2(x0, . . . , xN−1).

The mapping C2N (α) : A2(x0, . . . , xN−1) −→ A2(x0, . . . , xN−1) defined
by

C2N (α)β = αβ, β ∈ A2(x0, . . . , xN−1)

is a linear mapping of A2(x0, . . . , xN−1) called convolution by α. The
matrix of C2N (α) relative to the canonical basis is

C2N (α) =
[

α(y−1x)
]

x,y∈C2(x0,...,xN−1)
.

For

α4 = 1 + x0 + x1 − x0x1

the matrix C4(α4) can be formed from the products

x0α4 = 1 + x0 − x1 + x0x1

x1α4 = 1 − x0 + x1 + x0x1

x0x1α4 = −1 + x0 + x1 + x0x1.

C4(α4) =









1 1 1 −1
1 1 −1 1
1 −1 1 1

−1 1 1 1









.

Note that, as described in Section 2.5, the above is the 4×4 symmetric
PONS matrix.
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We have defined the 4 × 4 PONS matrix as

P4 =









1 1 1 −1
1 −1 1 1
1 1 −1 1
1 −1 −1 −1









.

Convolution by α4 and P4 are related by

C4(α4) = D4P (4, 2)P4, (19)

where D4 is the diagonal matrix formed by the 0-th row of P4 and P (4, 2)
is the 4 × 4 stride by 2 permutation matrix

P (4, 2) =









1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1









.

Since P4 = H4D4,

C4(α4) = D4P (4, 2)H4D4.

In group algebra terminology, P (4, 2) is the matrix relative to the canon-
ical basis of the automorphism of A2(x0, x1) defined by the group auto-
morphism of C2(x0, x1)

x0 −→ x1, x1 −→ x0.

By (19), up to row permutation and multiplication by −1, convolution
by the classical PONS element α4 in A2(x0, x1) coincides with the action
of the 4× 4 PONS matrix P4. This will be the case whenever N is even
and 2N is the length of the classical PONS element. The length 16 case
will be considered below.

For N odd, since

α2
8 = 8(1 + x0x2)

and α8 is not an invertible element in A2(x0, x1, x2), convolution by α8

in A2(x0, x1, x2) cannot coincide with P8 even after row permutation and
multiplication by −1.

Set

J2 =

[

0 1
1 0

]

, J2N = IN ⊗ J2.

Since

α8 = α4(1 + x0x2)
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and

C8(1 + x0x2) =

[

I4 J4

J4 I4

]

,

we have

C8(α8) =

[

I4 J4

J4 I4

]

(I2 ⊗ C4(α4)) .

By (19)

C8(α8) =

[

D4 J4D4

J4D4 D4

]

(I2 ⊗ P (4, 2)) (I2 ⊗ P4). (20)

P8 = H8D8,

where
H8 = (H2 ⊗ I4)(I2 ⊗ H4)

and
D8 = (D4 ⊗ I2)(I2 ⊗ D4).

By (19)

P8 = (H2 ⊗ I4)
(

(I2 ⊗ H4)(D4 ⊗ I2)(I2 ⊗ H−1
4 )
)

(I2 ⊗ P4).

Direct computation shows

(I2 ⊗ H4)(D4 ⊗ I2)(I2 ⊗ H−1
4 ) = (I2 ⊗ P (4, 2))(I4 ⊕ J4)(I2 ⊗ P (4, 2)),

where ⊕ is the matrix direct sum.
These results show that

C8(α8)P
−1
8 =

[

D4 J4D4

J4D4 D4

]

(I4 ⊕ J4)(H
−1
2 ⊗ I4)(I2 ⊗ P (4, 2)).

Since

J4D4J4 = D∗
4 =









1
1

−1
1









,

we have the main result relating C8(α8) and P8

C8(α8) =
1

2

[

D4 + D∗
4 D4 − D∗

4

(D4 + D∗
4)J4 (D∗

4 − D4)J4

]

(I2 ⊗ P (4, 2))P8.

A direct computation shows

C8(α8) = D8Q8(I2 ⊗ P (4, 2))P8,
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where D8 = D4 ⊕ D∗
4 and

Q8 =

























1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

























.

Q8 is a singular matrix. In fact if

w = P8v,

then C8(α8)v computes only the components

w0, w2, w5, w7.

The computation of the remaining components is given by C8(α
∗
8)v.

Since
α16 = α4 [(1 + x0x2) + (1 − x0x2)x3] ,

convolution by α16 in A2(x0, x1, x2, x3)can be written as

C16(α16) =

[

C8(1 + x0x2) C8(1 − x0x2)
C8(1 − x0x2) C8(1 + x0x2)

]

C16(α4).

Arguing as before

C16(α16) =

[

X8 X∗
8

X∗
8 X8

]

(I4 ⊗ D4P (4, 2))(I4 ⊗ P4),

where

X8 =

[

I4 J4

J4 I4

]

, X∗
8 =

[

I4 −J4

−J4 I4

]

.

P16 = H16D16,

where
H16 = (H4 ⊗ I4)(I4 ⊗ H4)

and
D16 = (D4 ⊗ I4)(I2 ⊗ D4 ⊗ I2)(I4 ⊗ D4).

We can now write

P16 = (P4 ⊗ I4)(I4 ⊗ H4)(I2 ⊗ D4 ⊗ I2)(I4 ⊗ H−1
4 )(I4 ⊗ P4).
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By direct computation

(I4 ⊗ H4)(I2 ⊗ D4 ⊗ I2)(I4 ⊗ H−1
4 )

= (I4 ⊗ P (4, 2))(I4 ⊕ J4 ⊕ I4 ⊕ J4)(I4 ⊗ P (4, 2)).

Combining the preceding formulas

C16(α16)P
−1
16

=

[

X8 X∗
8

X∗
8 X8

]

(I4⊗D4)(I4⊕J4⊕I4⊕J4)(P
−1
4 ⊗I4)(I4⊗P (4, 2)).

Since

P−1
4 ⊗ I4 =









I4 I4 I4 I4

I4 −I4 I4 −I4

I4 I4 −I4 −I4

−I4 I4 I4 −I4









and

J4D4J4 = D∗
4,

we can derive the main result relating C16(α16) and P16.

C16(α16) = Y16(I4 ⊗ P (4, 2))P16,

where

Y16 =
1

2









D4 + D∗
4 D4 − D∗

4 0 0
0 0 (D4 + D∗

4)J4 (D∗
4 − D4)J4

D4 − D∗
4 D4 + D∗

4 0 0
0 0 (D4 − D∗

4)J4 −(D4 + D∗
4)J4









.

Direct computation shows that

Y16 = D16Q16,
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where Q16 is the permutation matrix

Q16 =























































1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

0 0

0 0

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

0 0

0 0

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0























































.

From these formulas

C16(α16) = D16Q16(I4 ⊗ P (4, 2))P16.

The permutation matrix Q16 corresponds to the automorphism of the
algebra A2(x0, x1, x2, x3) induced by the group automorphism defined
by

x0 −→ x0

x1 −→ x1x3

x2 −→ x3

x3 −→ x0x2.

Combined with the automorphism defining (I4 ⊗ P (4, 2))

x0 −→ x1

x1 −→ x0

x2 −→ x2

x3 −→ x3

the permutation matrix Q16(I4 ⊗ P (4, 2)) corresponds to the automor-
phism of the algebra defined by

x0 −→ x1x3

x1 −→ x0

x2 −→ x3

x3 −→ x0x2.
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8. Splitting Sequences

The concept of a splitting sequence was discussed in Sections 2.3 and
2.4. In this section we will describe the binary splitting sequences using
group algebra operations. We begin by establishing notation.

The characters of C2(x0) are

1 + x0, 1 − x0. (21)

The expressions

±(1 + x0), ± (1 − x0)

will be denoted by λ with or without subscripts. Typically

λ = a(1 + εx0), (22)

where a = ±1 and ε = ±1. a is called the coefficient of λ and ε is called
the sign of λ. In general

λ1λ2 = 0

if and only if sign(λ1) = −sign(λ2). λ is called a directed character of
C2(x0).

Identify sequences of length 2N with linear combinations over the
canonical basis of A2(x0, . . . , xN−1). A sequence of length 4

b0, b1, b2, b3

is identified with the element

α = b0 + b1x0 + b2x1 + b3x0x1

in A2(x0, x1).
Only sequences of ±1 will be considered. Every sequence of length

2N of ±1 uniquely determines a sequence of directed characters

λ0, λ1, . . . , λN−1

and consequently a sequence of signs, the n-th sign equal to the sign
of λn, and a sequence of coefficients, the n-th coefficient equal to the
coefficient of λn. If

α = −(1 + x0) + (1 − x0)x1,

then the corresponding sequence of directed characters is

−(1 + x0), 1 − x0,
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the corresponding sequence of signs is

+−

and the corresponding sequence of coefficients is

− + .

The splitting condition on sequences of ±1 places conditions on the
sign patterns of splitting sequences. The following tables describe the
sign patterns for N = 2, 3 and 4.

Table 1. Sign patterns for splitting sequences
N = 2 − + + −

N = 3 − + − + − + + − + − + − + − − +

N = 4 − + − + − + − + − + − + + − + − − + + − − + + −

+ − + − + − + − + − + − − + − + + − − + + − − +

Consider a length 4 splitting sequence α4 and write

α4 = λ0 + λ1x1,

where λ0, λ1 are directed characters. The length 4 splitting condition
implies

λ2
0 + λ2

1 = 1.

By the character product formula

λ0λ1 = 0. (23)

Condition (23) is also sufficient for splitting, proving the following result.

Theorem 20 α4 is a splitting sequence of length 4 if and only if α4 has
the form

α4 = ±((1 + x0) ± (1 − x0)x1)

or
α4 = ±((1 − x0) ± (1 + x0)x1).

The splitting sequences of length 4 having sign pattern

+−

are given by
α4 = ±((1 + x0) ± (1 − x0)x1)
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while those having sign pattern

−+

are given by
α4 = ±((1 − x0) ± (1 + x0)x1).

Corollary 21 If α4 is a splitting sequence of length 4, then α2
4 = 4.

The condition α2
4 = 4 is also sufficient for a sequence of ±1 of length

4 to be a splitting sequence.
Consider a splitting sequence α8 of length 8 given by the directed

characters
λ0, λ1, λ2, λ3. (24)

α8 can be written
α8 = α4 + α∗

4x2,

where
α4 = λ0 + λ1x1, α∗

4 = λ2 + λ3x1,

are splitting sequences of length 4. The length 4 splitting condition
implies

α2
4 + (α∗

4)
2 = 8.

There are 4 cases to consider. Suppose α4 and α∗
4 have sign pattern

− + .

The length 8 splitting condition implies that the coefficients of the di-
rected characters in (24) satisfy

−a0a1 − a2a3 = 0.

Since
α4α

∗
4 = 2a0a2(1 − x0) + 2a1a3(1 + x0),

we have
α4α

∗
4 = ±4x0

and
α8 = α4(1 ± x0x2). (25)

The same argument shows that if α4 and α∗
4 have the sign pattern

+−,

then α8 has the same form.
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Suppose α4 has the sign pattern

−+

and α∗
4 has the sign pattern

+ − .

The splitting condition implies

−a0a1 + a2a3 = 0.

Since
α4α

∗
4 = (2a0a3(1 − x0) + 2a1a2(1 + x0))x1,

we have
α4α

∗
4 = ±4x1

and
α8 = α4(1 ± x1x2). (26)

The same result holds if we reverse the patterns of α4 and α∗
4.

Since (25) and (26) define splitting sequences whenever α4 is a split-
ting sequence of length 4, we have the following result.

Theorem 22 α8 is a splitting sequence of length 8 if and only if α8 has
one of the two forms

α8 = α4(1 ± x0x2)

or
α8 = α4(1 ± x1x2),

where α4 is an arbitrary splitting sequence of length 4.

As the proof shows, the splitting sequences of length 8 having sign
pattern

− + −+, + − + −
are given by

α4(1 ± x0x2)

while those having sign patterns

− + +−, + − − +

are given by
α4(1 ± x1x2).

Corollary 23 If α8 is a splitting sequence of length 8, then

α2
8 = 8(1 ± x0x2)
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or
α2

8 = 8(1 ± x1x3).

Consider a splitting sequence α16 of length 16 and write

α16 = α8 + α∗
8x3,

where α8 and α∗
8 are length 8 splitting sequences. The splitting condition

on α16 implies
α2

8 + (α∗
8)

2 = 16.

By Theorem 22
α8α

∗
8 = 0. (27)

Suppose α8 has sign pattern

+ − + − .

By Theorem 22 α8 has the form

α8 = α4(1 ± x0x2),

where α4 is a length 4 splitting sequence having sign pattern

+ − .

Consider the case
α8 = α4(1 + x0x2).

If α4 is given by the directed characters

λ0 λ1,

then α8 is given by the directed characters

λ0 λ1 λ0 − λ1. (28)

By (27)
α∗

8 = α∗
4(1 − x0x2).

There are two cases. Suppose α∗
4 has sign pattern

+−

and is given by the directed characters

λ2 λ3.
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α∗
8 is given by the directed characters

λ2 λ3 − λ2 λ3. (29)

The splitting condition on α16 applied to (28) and (29) implies

−a0a1 + a2a3 = 0.

Since

α4α
∗
4 = 2a0a2(1 + x0) + 2a1a3(1 − x0),

we have

α4α
∗
4 = ±4

and

α16 = α4[(1 + x0x2) ± (1 − x0x2)x3].

Suppose α∗
4 has sign pattern

− + .

α∗
8 is given by the directed characters

λ2 λ3 λ2 − λ3 (30)

and has sign pattern

− + − + .

The splitting condition on α16 applied to (28) and (30) implies

−a0a1 + a2a3 = 0.

Since

α4α
∗
4 = 2a0a3(1 + x0)x1 + 2a1a2(1 − x0)x1,

we have

α4α
∗
4 = ±4x1

and

α16 = α4[(1 + x0x2) ± (1 − x0x2)x1x3].

Similar arguments prove the following result.
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Theorem 24 α16 is a splitting sequence of length 16 if and only if α16

has one of the following forms.

Type 1. α4[(1 + x0x2) ± (1 − x0x2)x3]

α4[(1 − x0x2) ± (1 + x0x2)x3]

Type 2. α4[(1 + x0x2) ± (1 − x0x2)x1x3]

α4[(1 − x0x2) ± (1 + x0x2)x1x3]

Type 3. α4[(1 + x1x2) ± (1 − x1x2)x3]

α4[(1 − x1x2) ± (1 + x1x2)x3]

α4[(1 + x1x2) + (1 − x1x2)x0x3]

α4[(1 − x1x2) + (1 + x1x2)x0x3],

where α4 is a length 4 splitting sequence.

The length 16 splitting sequences in Theorem 24 have been organized
according to their sign patterns.

Type 1 − + − + − + − +

+ − + − + − + −
Type 2 − + − + + − + −

+ − + − − + − +

Type 3 − + + − − + + −
+ − − + + − − + .

Corollary 25 If α16 is a length 16 splitting sequence, then α2
16 = 16.

The condition
α2

16 = 16

is not sufficient for α16 to be a splitting sequence.
A similar argument proves the following result.

Theorem 26 The splitting sequences of length 32 have one of the fol-
lowing forms.

Type 1 α16(1 ± x0x2x4), where α16 is Type 1.

Type 2 α16(1 ± x1x3x4), where α16 is Type 1.

Type 3 α16(1 ± x0x2x4), α16(1 ± x1x3x4), where α16 is Type 2.

Type 4 α16(1 ± x1x2x4), α16(1 ± x0x3x4), where α16 is Type 3.



PONS, Reed-Muller Codes, and Group Algebras 39

The classification of length 32 splitting sequences into types corre-
sponds to the sign patterns of the type.

Type 1 − + − + − + − + − + − + − + − +

+ − + − + − + − + − + − + − + −
Type 2 − + − + − + − + + − + − + − + −

+ − + − + − + − − + − + − + − +

Type 3 − + − + + − + − − + − + + − + −
+ − + − − + − + + − + − − + − +

Type 4 + − − + + − − + + − − + + − − +

− + + − − + + − − + + − − + +−

9. Historical Appendix on PONS

What we have been calling PONS was actually first introduced by
G. R. Welti [28], and subsequently rediscovered on several occasions
by independent authors. However closely related (and most important)
work had already been done, independently by Golay [13, 14] in 1949–
1951 and by H. S. Shapiro [25] in 1951.

A remarkable feature of these various rediscoveries is that all of them
emerged in entirely different contexts, radars, etc. In this short ap-
pendix, we briefly comment on some of these works, leaving out many
aspects of this history which would have required a detailed study and
considerable space to present it. For a much more complete study of
this history, see [24].

In his 1949–1951 papers [13] and [14], M. J. E. Golay introduced the
general concept of “complementary pairs” of finite sequences all of whose
entries are ±1. This was motivated by a highly non-trivial application
to infra-red spectrometry. Neither Golay nor any of his fellow engineers
ever used the language and properties of generating polynomials, until
the 1980’s.

In 1951, H. S. Shapiro [25] introduced what became known, after 1963,
as the “Rudin-Shapiro” polynomial pairs. Shapiro’s work was entirely in
pure mathematics (specifically, complex and Fourier analysis). The use
of Rudin’s name in “Rudin-Shapiro” polynomials is utterly unjustified,
and seems due to an unfortunate “original mistake” in the 1963 book
[17] by J.-P. Kahane and R. Salem.

In 1959 G. R. Welti wrote the paper [28] which appeared in print in
1960. In spite of its title, of particular interest for our present purpose
is the first half of the paper (on binary sequences), in which Welti intro-
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duced exactly what J. S. Byrnes and others called “PONS matrices” in
the 1990’s. (However, the approach and motivation of Byrnes was com-
pletely different from those of Welti). Welti was unaware of the works of
Golay and Shapiro. He obtained the first row of Welti’s matrix (i.e., the
Shapiro sequence) by a method entirely different from that of Shapiro,
and he obtained the remaining rows as Hadamard products of the first
row with the rows of the Walsh matrix.

Also in 1959, W. Rudin (who had been a member of Shapiro’s MIT
thesis committee!) wrote a paper [23] in which he claimed to have “re-
discovered” the Shapiro polynomial pairs. This was not a rediscovery.
As we said earlier, full details of this matter will be given in [24].

In 1961, Golay [15], who in turn was unaware of the works of Shapiro
and Welti (and even that of Rudin), obtained all the Welti rows (i.e.,
the PONS rows), by a method quite close to that of Shapiro.

In 1981, Mendes France and Tenenbaum [12] (who had never seen
Shapiro’s 1951 work [25] but had heard of it only via Rudin’s “rediscov-
ery” [23], and also were unaware of the works of Golay and Welti), redis-
covered all the Welti rows and named them “paper-folding sequences”.
This was a work in pure mathematics, related to fractal dimensions of
plane curves.

In the early 1990’s, J. S. Byrnes (who was aware of the works of
Shapiro [25] and Rudin [23] but not of those of Golay, Welti, and Mendes
France & Tenenbaum) rediscovered [6] the Welti matrices (which he later
on named “PONS matrices”), in yet another context of pure mathemat-
ics: His motivation was to use them as a tool to prove an “uncertainty
principle conjecture” of H. S. Shapiro. However, unlike the previous in-
stances of discovery/rediscovery of these objects in a pure mathematics
context, PONS soon became a tool for radar signal processing as well.

These various discoveries and re-discoveries have given rise to an enor-
mous amount of further research and new open problems, many of which
are deep. The ongoing research on such subjects is very active. We hope
to return to these matters elsewhere.

We finish this appendix with two remarks on this paper. The first
remark is that we left out the subject of correlation properties of PONS
sequences. The reason is that these correlation properties are sometimes
very good and sometimes very bad (and proving how bad they can be
is itself a difficult task). We will return to these correlation matters
elsewhere. The second remark is that the heterogeneous aspect of this
paper is due to the fact that it was written over several years by several
authors with different views. (According to some historians, the Old
Testament was written by various authors who were sometimes several
centuries apart!)
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